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Abstract— In a code division multiple access wireless com-
munication environment, multiuesr detection (MUD) is an
important Interference cancellation technique. Recently, it-
erative multiuser joint decoding receivers for the system
is well-researched. The receivers consist of soft-input soft-
output (SISO) multiuser detector and a bank of single-user
SISO channel decoders. At each iteration, extrinsic infor-
mation are computed in detection and decoding stages and
are then used as a priori information in the next iteration
such as in Turbo decoding. The basic difficulty with the
receiver is the complexity of the MUD stages. Most re-
cently, sum-product algorithm based low-complexity SISO
multiuser detector have been developed. In this paper, we
develop low-complexity iterative multiuser joint decoding
receivers based on these sum-product algorithm based mul-
tiuser detectors.
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1 Introduction
Multiuser detection (MUD) for interference suppres-

sion in code-division multiple access (CDMA) commu-
nication systems have been studied deeply for a num-
ber of years[1]. Prohivitive computational complexity
of the optimal multiuser detectors (which is, in gen-
eral, exponentially proportional to a number of users
in the channel[2]) has motivated the study of a number
of low-complexity suboptimal multiuser detectors.

Most of the previous work on MUD focused on un-
coded CDMA systems. More recently, research has
been focused on multiuser detection for coded CDMA
systems. One can view the configuration of the sys-
tem as a serially concatenated code, in which the spec-
trum spread code is the inner code, and the convolu-
tional code is the outercode. The complexity of op-
timal detection and decoding is possibly quite high.
This complexity can be mitigated by appealing to the
turbo principle for decoding concatenated codes noted
above. A large number of works have been studied in
this direction[3],[4],[5]. The basic building of a turbo
multiuser detector are a soft-input soft-output (SISO)
multiuser detector and a bank of single-user SISO chan-
nel decoders.

As in the case for the uncoded CDMA systems, the
basic difficulty with the turbo multiuser detector de-
scribed above is the prohibitive computational com-
plexity of the MUD stage. One way to mitigate the
complexity is to apply suboptimal multiuser detector
for uncoded CDMA systems.
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Recently some low-complexity SISO multiuser de-
tector based on the belief propagation algorithm for the
uncoded CDMA system are developed. These detector
gives a good performance for some spectrum spread
codes. Due to the SISO structure, these detector seems
to be a good match with turbo principle. The pur-
pose of this paper is to develop low-complexity iterative
multiuser joint decoding receivers based on these sum-
product algorithm based multiuser detectors. The rest
of the paper is organized as follows. In Section 2, the
coded CDMA signal model is presented. In section 3,
factor-graph representation for joint decoding and iter-
ative joint decoding schemes are presented. Numerical
examples are presented in Section 4.

2 Synchronous CDMA Sytem Model
We consider the CDMA discrete-time synchronous

system (see [5] and references therein) described by

yi = Sxi + νi, i = 1, . . . , n (1)

where yi ∈ RN is the received signal vector at time
i, Corresponding filtered noise vector νi ∼ N (0, σ2I)
is multivariate Gaussian with 0 mean and covariance
matirx σ2I. xi = [x1,i . . . , xK,i]T ∈ {−1, +1}K is the
vector of transmitted user modulation symbols at time
i. S = [s1, . . . , sK ] is the spreading matrix, where

sk ∈
{
−1/

√
N, +1/

√
N

}N

denote the normalized unit
energy spreading sequence of user k. For the sake of
simplicity we assume that the received amplitudes for
all user equal 1. It is straight forward to extend the
following argument to the case without the amplitude
assumption. The integers K,N , and n denote the num-
ber of users, the spreading factor (chips per symbol),
and the code block length (symbols per block), respec-
tively.

Users send independently encoded information. We
assume that the user codewords are aligned in time.
Equation defined (1) describes the channel during the
transmission of one codeword. We let Ck denote the
code of user k, and we let φk : Fmk

2 → {−1,+1}n

denote the encoding function for Ck. The coding rate
of user k is Rk = mk/n bits per symbol. we have

Ck = {x ∈ {−1, +1}n : x = φk(b), ∀b ∈ Fmk
2 } (2)

We denote the transmitted codeword of user k by xk,
and we let X ∈ {−1, +1}K×n denote the transmit-
ted code array obtained by stacking by rows the trans-
mitted codewords x1, . . . , xK (the transmitted symbol
vector xi at time i is the ith column of X).
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3 Graph Representation for Joint De-

coding and Iterative Algorithms
In this section factor-graph representation [6] for

the joint decoding problem is derived with reference
to [5]. By applying the sum-product algorithm to the
resulting factor-graph, we obtain a class of iterative
decoding algorithms which approximate optimal max-
imum a posterior marginal (MPM) decoding.

3.1 Factor-Graph Representation
Let bk = [bk,1, . . . , bk,mk

] be the vector of informa-
tion bits of user k, and let Y = [y1, . . . , yn] be the
received signal. We assume that the vector channel
(1) is memoryless and the user information bits have
uniform distribution. Then we can write the posterior
distribution of

{
b1, . . . , bK

}
given Y as

P (b1, . . . , bK |Y ) ∝
n∏

i=1

qi(xi)
K∏

k=1

pk(xk, bk) (3)

where we define the code constraint functions

pk(xk, bk) = 1
{
xk = φk(bk)

}
(4)

and the channel transition functions

qi(xi) = exp
(
− 1

2σ2
|yi − Sxi|2

)
. (5)

The factor-graph for P (b1, . . . , bK |Y ) is a graphical
representation of the factorization (3) via a bipartite
graph. The factor-graph has variable nodes (drawn as
a circle) which representing the variables {bk,j} and
{xk,i}, factor nodes (drawn as a square) which repre-
senting the functions {qk} and {pi}, and edge-connectings
between variable nodes and factor nodes if and only if
the variable is an argument of the function. Fig. 1
shows the factor graph for (3) in the case of K = 3,
n = 4, and m1 = m2 = m3 = 2.

Each code constraint function can also be repre-
sented as a factor-graph, depending on the code struc-
ture. In particular, if code Ck is a turbo code[7], low-
density parity check (LDPC) code[8], etc.,the subgraph
formed by the variable nodes bk, xk and the factor node
pk can be expanded in well-known forms[6].

3.2 The Sum-Product Algorithm
The optimal MPM detection rule minimizing the

average BER for each user code bit is given by

x̂k,i =
{

1 if LLR[xk,i] > 0
−1 if LLR[bk,k] < 0 (6)

where LLR[xk,i] is the posterior Log Likelihood Ratio
(LLR) of bit xk,i, given by

LLR[xk,i] = log
P (xk,i = 1|Y )

P (xk,i = −1|Y )
(7)

Brute force computation of the LLR[xk,i] requires com-
plexity of the order of

∏K
k=1 |Ck|.

Figure 1: An example of the factor-graph for a mul-
tiuser coded CDMA system with K = 3 users and code
block length n = 4.

One way to approximate (7) is applying the sum-
product algorithm [6] to the factor graph. Sumproduct
algorithm consists of messages which is exchanged by
adjacent nodes in the factor-graph.

Let Λ1[xk,i] and Λ2[xk,i] denote the Log Likelihood
Ratio (LLR) of xk,i computed in qk and pk, respec-
tively. By applying the sum-product computation rules,
we obtain follows.
Computation at the channel transition function nodes:

Λ(t)
1 [xk,i] = log

∑
xi:xk,i=1 qi(xi)

∏K
l=1 P

(t−1)
l,i (xl,i)

∑
xi:xk,i=−1 qi(xi)

∏K
l=1 P

(t−1)
l,i (xl,i)

,

(8)
Computation at the code constraint function nodes:

Λ(t)
2 [xk,i] = log

∑
x∈Ck,xk,i=1

∏n
j=1 Q

(t−1)
k,j (xk,j)

∑
x∈Ck,xk,i=−1

∏n
j=1 Q

(t−1)
k,j (xk,j)

(9)

where Pl,i(xl,i) and Qk,j(xk,j) are defined as

P
(t−1)
l,i (xl,i) =

1
2

[
1 + xl,i tanh

(
1
2
Λ(t−1)

2 [xl,i]
)]

(10)

Q
(t−1)
k,j (xk,j) =

1
2

[
1 + xk,j tanh

(
1
2
Λ(t−1)

1 [xk,j ]
)]

(11)

After some iterations Λ(t)
1 [xk,i] or Λ(t)

1 [xk,i] are used as
approximation to the LLR[xk,i] The information bit
detection is obtained by using the above approximated
APP.

3.3 Computation of Extrinsic Information
The quantity defined in (9) is the ”extrinsic infor-

mation” (EXT) of the error correcting decoder [7]. It
is well known that if the user codes is a turbo code,
LDPC code, etc., the approximate computation of (9)
carried out efficiently by the sum-product algorithm.[6]

The quantity defined in (8) is the EXT of the op-
timal multiuser detector [2] with a prior distribution
{Pk,i(x) : k = 1, · · · ,K}. In general, the CDMA vec-
tor channel (1) has no particular structure, the com-
putational complexity of (8) is O(2K). Several low-
complexity algorithms are derived in [4], [5].



Figure 2: Example of the factor graph for the factor-
ization (13)

Recently, several types of the sum-product algo-
rithm based MUD algorithms have been developed [11],
[12], [13]. Since these algotihm are based on the sum-
product algorithm, they are the SISO multiuser de-
tector and are good match with turbo principle. In
this paper, we deal with these algorithms. Provided
the prior LLRs which are computed by channel de-
coder, several SISO multiuser detector outputs poste-
rior LLRs and thed fed back to the channel decoder.
Sum-product with Hard bit :

In [11], [12], (5) is factorized as follows:

qi(xi) =
N∏

µ=1

P (yi,µ|xi) (12)

P (yi,µ|xi) = exp



−

1
2σ2

(
yi,µ −

K∑

k=1

sk,µxk,i

)2


 (13)

where, yi,µ and sk,µ are the µ th componet of the vector
yi and sk, respectively. Based on the above factoriza-
tion, we can expand the factor node qi. Example of the
expanded factor graph is depicted in Fig. 2.

Applying the sum-product algorithm for the above
factor graph, we can obtain following algorithm for the
detection for xi,
τ = 1, 2, · · · , T2

n
(τ)
µ,k = tanh

(∑

ν 6=µ

tanh−1 m
(τ−1)
ν,k +

1
2
Λ(t)

2 [xk,i]

)
(14)

m
(τ)
µ,k =

∑
x xk,iP (yi,µ|xi)

∏
l 6=k

(
1+xl,in

(τ)
µ,k

2

)

∑
x P (yi,µ|xi)

∏
l 6=k

(
1+xl,in

(τ)
µ,k

2

) (15)

and approximate computation of (8) reduces

Λ̃(t)
1 [xk,i] = 2

(
N∑

µ=1

tanh−1 m
(T1)
µ,k

)
+ Λ(t)

2 [xk,i] (16)

(We use τ for time index of the multiuser detection al-
gorithm to distinguish that of the joint decoding. T1

denotes the total number of iteration for multiuser de-
tection.) We can discribe the algorithm above, how-
ever, it is not practical since the algorithm still requires
exponential complexity order in number of users. The
basic idea proposed in [11] is to use hard bits instead
of using soft bits. Resulting algorithm is described as
follows: (See [11] for detail.)
τ = 1, 2, · · · , T2

x̃
(τ)
k,i = sign


 2

σ2


hk,i −

∑

l 6=k

Wklx̃
(τ−1)
l,i


 + Λ(t)

2 [xk,i]




(17)
where

hk,i = sT
k yi, Wkl = sT

k sl. (18)

and (16) reduces to

Λ(t)
1 [xk,i] =

2
σ2


hk,i −

∑

l 6=k

Wklx̃
(T1)
l,i


 + Λ(t)

2 [xk,i]

(19)
Sum-product with Gaussian approximation:

Kabashima proposed that to approximate the sum-
product algorithm based on the gaussian approxima-
tion [12]. Kabashima assumed that

∑
l 6=k sl,µxl,i be-

have as gaussian variable. Resulting update rule is de-
scribed as (see [12] for detail)

m
(τ)
µ,k = tanh


A(τ)


yi,µsk,µ −

∑

l 6=k

sk,µsl,µn
(τ)
µ,l





 (20)

where

A(τ) =
1

σ2 + K
N (1−Q(τ))

(21)

Q(τ) =
1
K

K∑

k=1

(
tanh

N∑
µ=1

tanh−1 m
(τ)
µ,k

)2

(22)

Sum-product IC [13]:
Recently we developed another type of sum-product

algorithm based multiuser detection algorithm in [13].
The RHS of (5) can be factorized as follows

qi(x) ∝
K∏

k=1

exp
(

xk,ihk,i

σ2

) ∏

k<l

exp
(
−xk,ixl,iWkl

σ2

)

(23)
Based on the above factorization, we can expand the
factor node qi and we can obtain the approximate value
of (8) by applying the sum-product algorithm to the
graph. Expantion for the previous example is expressed
in Fig. 3 The computational complexity of the algo-
rithm is O(K3) and therefore it is practical. Algorithm
detail is omitted here and see [13] for detail. The ex-
panded factor graph seemingly has many cycles, how-
ever, the number of cycles will descend for some cases.



Figure 3: Example of Factor graph expantion of the
CDMA vector channel.

If the cross correlation value sT
k sl equals to 0, we can

eliminate corresponding factor node. Even if the cross
correlation value not equal 0, we have confirmed that
the sum-product IC work well if the absolute value is
small.

3.4 Scheduling

In general, if the factor-graph has any cycles, the
sum-product algorithm performance is sensitive to the
order in which computation is carried out through the
nodes (scheduling). In this paper, we consider the fol-
lowing type of scheduling:

(1) Applying the sum-product algorithm for the factor-
graph of pk, k = 1, . . . ,K. We denote the total
number of iteration in this phase as T1

(2) Applying the sum-product algorithm for the factor-
graph of qi, i = 1, . . . , n. We denote the total
number of iteration in this phase as T2

(3) Repeat (1) and (2) for some numbers. We denote
the number of sets as T3

4 Simulations

In this section, we present some simulation exam-
ples. Simulation condition is described as follows:

• K = 7, N = 7, n = 114
• All user employ the same rate 1/2 (3,6)-regular

LDPC codes
• Shifted version of M-sequence [10] are used as

Spreading sequences.

Fig.4 shows the bit error rate curves of the detec-
tors. Number of iteration are set as T1 = 10, T2 = 5,
T3 = 10. We can see that sum-produt IC based joint
decoding reciever outperform other recievers. This is
similar result for uncoded system.

Fig.5 shows the bit error rate curbes of the sum-
product IC based joint decoding reciever with different
number of iterations. Total number of iteration, i.e.,
(T1+T2)×T3 is fixed to 20 and we cange the proportion
of these value. Result shows that if the total number
of iteration is limited, we can get the good detector by
increasing the number of iterations at the decoding and
detection stage.
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Figure 4: Bit error rate curves of the detectors
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Figure 5: Bit error rate curves of the sum-product IC
detectors with different number of iterations

5 Conclusion
In this paper, we have developed a low-complexity

iterative receiver for decoding multiuser information
data in a coded DS-CDMA system. Simulation results
demonstrate that sum-product based multiuser detec-
tor shows very good performance. We also consider the
scheduling of the algorithm. Accoding to the numerical
example, we should update the message serially, rather
parallely.
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